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ABSTRACT 

 

 
Hand gestures are an important form of communication, especially for individuals who use 

American Sign Language (ASL) to communicate. In this study, we explored the use of hand 

gesture recognition using a dataset of 135,000 images, with 27 classes representing the letters A to 

Z and the space character. We used the MediaPipe framework and an Artificial Neural Network 

(ANN) with four hidden layers for building a gesture recognition system. Also to prevent 

overfitting, two dropout layers. The Rectified Linear Unit (ReLU) activation function was used in 

the input and hidden layers, while the sigmoid function was used in the output layer to predict 

probabilities for each class and obtained an accuracy of 99%, indicating the effectiveness of this 

approach for hand gesture recognition. This study has important implications for improving 

communication for individuals who use ASL and may lead to the development of more advanced 

gesture recognition systems which will be beneficial to those who are deaf or dumb. 
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1. INTRODUCTION 

 

 

Hand gesture recognition using Neural Networks (NN) is an exciting area of study and 

development in computer vision and human-computer interaction. NN aims to create systems that 

can interpret human hand gestures into commands or actions that are meaningful to the user.  

Due to the ability to automatically recognize complicated patterns and connections between data, 

neural networks are well suited for tasks involving hand gesture recognition. This is crucial for 

hand gesture recognition because the movements and positions of the hand and fingers can exhibit 

a wide range of variations and are challenging to programmatically capture. 

Collecting information on hand positions and movements is the first step in using neural networks 

to recognize hand gestures. Either a narrow range of gestures or a variety of gestures can be 

recognized by the network. Once trained, the network can be used to instantly categorize new hand 

gestures.  

Hand gesture recognition powered by neural networks is used in virtual reality, video games, sign 

language interpretation, robotics, and other applications. As a result, technology may improve 

human-machine collaboration by providing more straightforward and organic ways for people to 

interact with machines. 
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2. RELATED WORKS 

 

Hand gesture recognition has been a popular topic in recent times due to its numerous applicability 

across several fields. The following research papers discuss different approaches to recognize hand 

movements using NN and other techniques. 

Gadekallu et al. [1] proposed a Harris Hawks optimized Convolutional Neural Networks (CNN) for 

hand gesture recognition resulting in an accuracy of 100% and outperformed other CNN-based 

models. Similarly, Buckley et al. [2] put forward a CNN-based sign language recognition system 

that achieved 89% accuracy for single and double-handed gestures. For modeling Indian Sign 

Language, Singh [3] presented a 3D-CNN based dynamic gesture identification technique and also 

used depth information to increase recognition accuracy to 88.24%. Sharma et al. [4]  used image 

processing and feature extraction techniques for hand gesture recognition and significantly higher 

accuracy has been found. Gnanapriya et al. [5] presents a novel approach for recognizing hand 

gestures in real-time. The proposed method is based on a hybrid deep learning model that combines 

CNN and Long Short-Term Memory (LSTM) networks. Spatial feature extraction is done using the 

CNN from the hand gesture images, and to identify temporal dependencies, the LSTM is utilized 

between consecutive frames of the video. In difficult lighting and backdrop conditions, Bakheet et 

al. [6] presented a reliable hand gesture identification approach that makes use of several shape-

oriented visual cues and achieves 93% accuracy. Pisharady et al. [7] studied recent methods using 

Red Green Blue (RGB) and Red Green Blue Depth (RGB-D) cameras and databases in vision-

based hand gesture recognition in their study. They provided insights into the challenges and future 

directions of hand gesture recognition. Pugeault et al. [8] suggested an ASL fingerspelling 

recognition technique that could execute in real time. Islam et al. [9] proposed a static hand gesture 

recognition approach using CNN with data augmentation, achieving accuracy of 97.12%. A method 

for hand gesture identification based on CNN was suggested by Zhan [10], achieving average 

accuracy of 98.76% and demonstrating its potential for real-time applications. The article by 

Simion et al. [11] provides a comprehensive review of the contemporary methods used in vision-

based hand gesture recognition and serves as a valuable resource for researchers working in this 

field. The proposed method by Athira et al. [12] involves extracting the hand region from the video 

frames using skin color segmentation, and then obtaining the features using Local Binary Pattern 
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(LBP) and Discrete Cosine Transform (DCT). A Support Vector Machine (SVM) classifier is then 

fed the collected features to perform recognition. The proposed method is tested on a dataset of 10 

Indian Sign Language (ISL) gestures performed by 20 different signers, and achieves an average 

recognition accuracy of 91.37%. Shah et al.  [13] discuss the various components of a hand gesture 

recognition system and compare different techniques used for hand segmentation, feature 

extraction, and classification. The paper also covers the use of deep learning in hand gesture 

recognition and provides a comparison of various CNN architectures for this task. Yeshi et al. [14] 

propose a method that uses a webcam to capture the hand gestures and then processes the video 

frames to recognize the gestures. The main steps involved in the method include image 

preprocessing, feature extraction, and gesture recognition using an ANN classifier. The authors use 

a dataset of 10 different hand gestures and report an accuracy of 93.67% using the proposed 

method [14]. Noraini et al. [15] reviews various techniques that have been developed for hand 

gesture recognition, including traditional computer vision-based approaches, machine learning-

based approaches, and hybrid approaches which discuss the advantages and limitations of each 

technique and provide insights into their performance in different scenarios. Grime et al. [16] put 

forward a method for recognizing ISL gestures using Principal Component Analysis (PCA) 

features. The proposed system involves acquiring the hand gesture images, segmenting the hand 

region, extracting the features using PCA, and classifying the gestures using a SVM classifier. The 

PCA features reduce the quantitative nature of the attribute space and increase the identification 

efficiency [16]. The outcomes of the experiments show that the suggested system works well in 

recognizing 21 ISL gestures with an accuracy of 95.45%. Oudah et al. [17] presents a review of 

hand gesture recognition techniques based on computer vision and discusses various approaches 

including traditional machine learning, deep learning, and hybrid methods for hand gesture 

recognition. The review also includes a detailed analysis of the datasets used in the studies, as well 

as the evaluation metrics employed. Sharma et al. 's [18] system utilizes OpenCV and Python 

programming language to detect and recognize hand gestures and is tested on a dataset of ten hand 

gestures and achieved an accuracy of 95% for gesture recognition. Rafiqul et al. [19] provides a 

comprehensive literature review on hand gesture recognition, covering various techniques and 

algorithms used in the field. The review highlights the importance of hand gesture recognition in 

human-computer interaction and identifies challenges faced by researchers, such as dealing with 

variations in lighting, backgrounds, and hand orientations. The Study by Aashni et al. [20] presents 

a hand gesture recognition system based on the background subtraction method and contour 

analysis. The system utilizes a webcam to capture hand gestures and processes the images using 

OpenCV libraries in Python. The paper reports an average recognition accuracy of 85% for the 
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developed system, demonstrating the potential of vision-based hand gesture recognition in practical 

applications [20]. 

Overall, the reviewed studies demonstrated the effectiveness of NN-based approaches for hand 

gesture recognition, and highlighted the importance of data preprocessing, feature extraction, and 

augmentation techniques to improve recognition accuracy. 

This paper makes an analysis of hand gesture recognition using MediaPipe and ANN. The strategy 

combines data gathering, pre-processing, setting up the ANN, and creating the model. 
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3. TOOLS & TECHNIQUES 
 

The dataset, MediaPipe, and ANN settings that were employed are described in this section.  

 

3.1.  Dataset 

 

The dataset used in this study for identification of hand movements using ANN consists of 135,000 

images representing 27 classes of ASL hand gestures. The classes range from A to Z, including a 

space character, and each class has around 5,000 images. The dataset was obtained from Kaggle 

[33] https://www.kaggle.com/datasets/kapillondhe/american-sign-language and only includes right 

hand gestures. To increase the number of samples, left hand gestures were created by flipping the 

right hand gesture images. The dataset provides a comprehensive collection of ASL hand gestures 

and is suitable for training and evaluating deep learning models for hand gesture recognition. With 

the increasing demand for gesture-based systems, this dataset can contribute significantly to the 

development of robust and accurate hand gesture recognition models. Fig.1 displays an illustration 

of each of the 26 alphabet hand movements. 

 

 

Fig. 1. ASL alphabets (Source:https://www.researchgate.net/figure/The-symbols-of-alphabets-in-

ASL-fingerspelling-23_fig1_351655963) 

 

 

 

https://www.kaggle.com/datasets/kapillondhe/american-sign-language
https://www.researchgate.net/figure/The-symbols-of-alphabets-in-ASL-fingerspelling-23_fig1_351655963
https://www.researchgate.net/figure/The-symbols-of-alphabets-in-ASL-fingerspelling-23_fig1_351655963
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3.2.  MediaPipe 

 

MediaPipe is a free source cross-platform framework that provides a wide range of pre-built 

solutions for various computer vision and machine learning tasks, including hand gesture 

recognition. 

In hand gesture recognition, MediaPipe uses a neural network-based algorithm to detect and track 

21 specific landmarks or key points on the hand, including fingertips, knuckles, and wrist. These 

landmarks are detected by examining the video feed from a camera and with the help of several 

machine learning and computer vision techniques. 

 

3.3.  ANN 

 

An ANN is a type of machine learning model that is inspired by the structure and function of the 

human brain. ANNs consist of a large number of interconnected processing nodes, or neurons, that 

work together to process and classify input data. 
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4. PROPOSED MODEL 

 

 

The flowchart describes the process of creating a dataset for identification of hand movements 

using the MediaPipe framework. The input to the process is an image of a hand, which is processed 

by the MediaPipe framework to extract the landmarks of the hand. The landmarks consist of 21 

points on the hand, each with an (x,y) coordinate. 

 

 

Fig. 2. Dataset Preparation for Analysis 

 

The next step is preprocessing, which involves subtracting the coordinates of the wrist landmark 

from every other landmark to form an array. This array is then flattened into a one-dimensional 

array. 

After preprocessing, the array is normalized by subtracting every value in the array with the highest 

value in the array. This results in a dataset that can be utilized to create a machine learning model 

for hand gesture recognition. Figure 2 shows the flowchart from image to dataset. 

Figure 3 shows the flowchart you provided outlines a typical machine learning workflow that 

involves building an ANN model to make predictions or classifications based on a given 

dataset.Here is a brief description of each step: 

The first step is to collect or obtain the dataset that will be used to train and test the ANN model. 

This dataset will contain various features or variables that are relevant to the problem being solved, 

as well as a target variable that the model will try to predict or classify. 
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The ANN architecture is composed of 1 input layer, 3 hidden layers, and 1 output layer, with 2 

dropout layers incorporated to prevent overfitting. The activation function used is the ReLU, except 

for the output layer where the sigmoid function is employed to predict the probability of each class. 

The input layer of the ANN has an input dimension of 42, and the ReLU activation function is 

applied, as it performs better than the tanh and sigmoid functions in the input and hidden layers. 

The ReLU function is chosen due to the fact that it is a simple and mathematically structured non-

linear activation function that can model complex relationships between inputs and outputs. 

ReLU activation functions are also present in the next 3 hidden layers as well and the output layer 

comprises 27 nodes, with each representing the classes of the ASL. The sigmoid function is 

employed as the activation function in the output layer, which is well-suited for binary 

classification problems and can provide accurate predictions using the probability of each class. 

Dropout layers have been added to the model to reduce overfitting, a common problem in deep 

learning models. The dropout technique randomly removes some of the neurons during training, 

which forces the model to learn redundant representations and increases its generalization ability. 

Before training the model, the dataset is usually divided into training sets and testing sets in a 70:30 

ratio. The training set is used to train the ANN model, while the testing set is used to evaluate its 

performance and generalization ability. 

 

Fig. 3. ANN Model 

 

The dataset may require preprocessing before it can be used to train the ANN model. This may 

involve label encoding to improve the quality and relevance of the input data. 

Once the data is ready, an ANN model is built using a chosen architecture and algorithm. This 

model is designed to recognize the patterns and relationships between the input features and the 

target variable, by adjusting its weights and biases during training. 

After the model is trained, it is evaluated using the testing set to measure its performance metrics, 

such as accuracy, precision, recall, or F1-score. This step is crucial to ensure that the model can 
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generalize well to new and unseen data, and to identify any potential overfitting or underfitting 

issues. 

If the model performance is satisfactory, predictions can be made using it or classifications on new 

data. The final model may also be saved and reused for future tasks or applications. 

Overall, this flowchart represents a typical supervised learning pipeline for building an ANN 

model, which can be used in different fields such as image identification, Natural Language 

Processing (NLP), or predictive analytics. 
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5. RESULTS AND DISCUSSION 

 

The experiment's outcomes are discussed in this section. Based on the Figure 4 provided, both the 

test and train models stopped after 4 epochs. It is also noteworthy that the accuracy of the test 

model improved at a faster rate compared to the train model. The test model has a comparatively 

lower loss than the train model. This indicates that the model has performed well in generalizing 

unseen data, as it was able to achieve good accuracy while minimizing loss.   

                                            

Fig. 4. Accuracy and Loss of ANN Model 

 

In  Figure 5., the confusion matrix provides a detailed understanding of the performance of 

identification of the hand gesture model. The diagonal values of the matrix displays the correctly 

classified tuples, whereas the off-diagonal values represent the incorrectly classified tuples. A 

higher diagonal value indicates a better performance of the model. However, it is observed that the 

‘N’ gesture has relatively lower performance because it is sometimes confused with the ‘M’ 

gesture. On the other hand, gestures ‘B’, ‘H’, and ‘K’ have performed better. 
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Fig. 5. Confusion Matrix of Recognition Model 

 

According to the experiments conducted, the proposed hand gesture recognition system achieved 

an impressive accuracy of 99%. Table 1. shows the classification result. 

TABLE I 

 Classification Result 

 

Performance Measure ANN Model 

Precision 0.99 

Recall 0.99 

F1-Score 0.99 
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Accuracy 99% 

 

Additionally, the precision, recall, and F1 score were also calculated to evaluate the performance of 

the model. The precision score, which represents the ratio of correctly predicted positive 

observations to the total predicted positive observations, was found to be 0.99. The recall score, 

which represents the ratio of correctly predicted positive observations to the total actual positive 

observations, was also found to be 0.99. Finally, The harmonic mean of recall and accuracy, or the 

F1 score, was discovered to be 0.99 as well. These results demonstrate that the proposed system is 

highly accurate and precise in recognizing hand gestures of ASL. From Table 1., it is clear that the 

proposed model gives an accuracy of 99% which is better than other models [14, 3]. 
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6. CONCLUSION AND FUTURE WORK 

 

In conclusion, this study aimed to develop a hand gesture recognition system using artificial neural 

networks and the MediaPipe library for the ASL alphabet. The dataset contained 135,000 images of 

right hand gestures, with each of the 27 classes having around 5,000 datasets. 

The proposed system utilized a NN architecture with one input layer, four hidden layers, and one 

output layer with 27 nodes representing each class of ASL. The ReLU activation function was 

utilized for input and hidden layers, and the sigmoid function for the output layer to predict the 

probability of each class accurately. Two dropout layers were included to prevent overfitting. 

The outcomes of the study showed that the system obtained an accuracy of 99%, which shows the 

efficiency of the suggested method. The precision, recall, and F1 score of the system were also 

evaluated, and the results indicate high performance across all metrics. 

This study provides an efficient and accurate method for recognizing hand gestures in ASL, which 

could be useful in various applications such as improving accessibility for the hearing-impaired 

community or enhancing human-computer interaction. 
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